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I’d like to reiterate that this is merely a BRIEF review of midterm contents, so it leaves
most of the proofs and inferences for you to revisit the textbook if needed.

Important formulas and features are listed sequentially.

1. Normal Distribution: ~ N

(a) Normal:
1 T—p
fx(@) = <=5 = X~ N(p, o)

(b) Standard Normal: def z = “>£, then:

1
o(z) = e 2 = 7 ~ N(0,1)

V2r

¢) Linear Trans.: given X ~ N(u,0?) and aX +b, then: aX +b ~ N(au+b, a’*c?
(c) g (1, , p+0,

(d) i iidsum: Y => X; ~ N(nu,no?)

=1

3

X;

Il
—

ii. i.i.d mean: W = % = ~ N (p, %)

3

(e) General: re-def W = oy X1 + apXo+ -+ @, Xy, = W ~ N> qips, Y. aZo?)

=1 1=1

2. Chi-square Distribution: ~ y?

(a) Chi-square:

Degrees of freedom: k
(b) MGF:

. B(X)=k
ii. B(X?) =k(k+2)
iii. Var(X) =2k
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(c) Chi-square sum: Suppose X; ~ x?(k;), then:
e
i=1 i=1
(d) Standard Normal & Chi-square: given Z ~ N(0, 1), then:
7% ~x*(1)

Lemma

k
Given {Zy,Za, ..., Zp} ~*4 N(0,1), let X = > Z2, then : X ~ x*(k).
i=1

3. Student’s t Distribution: ~ ¢
(a) Standard Normal, Chi-square & t: given Z ~ N(0,1), W ~ x*(k), then:

X =2 (k)

/W
k
Degrees of freedom: k

(b) Features: (parameters)

i B(X) = B(Z ) = B(Z)E( ) = 0% B( ) =0

ii. Var(X) = %5, for k > 2

4. F Distribution: ~ F

(a) F:
X ~ F(ky, k2)

Degrees of freedom: ky, ko
(b) Chi-square & F: given X; ~ x?(k1), Xo ~ x?(kz), then:

. Xl/kil

= ———~ F(k,k
)(2/]{:2 (17 2)

Remarks: F distribution is the ratio of 2 Chi-square distributions, each divided
by its own degrees of freedom. And, suppose Y = %, then: Y ~ F(kq, k1) by
definition.

(¢) t & F: given X ~ t(k), then:

X%~ F(1,k)
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5. Random Samples & Descriptive Stats:

(a) Random Samples: {X;}7, ~*4 (u,0?)
(b) Statistics:

n
> X
=1

i. Sample mean: X,, = =~

S (Xi—X)?
=1

ii. Sample variance: S2 = = ————
(c) Suppose {X;}7, ~"4 N(u,o?), then:
( X” ~ N(:U’a %)

(X;—Xn)? n—1)S2
224 ) n=DS; 2(n —1) (1)

o2 o2

Xn—
| G~ t(n - 1)

Recall: 1.(d)i. — i.i.d. mean, and X,, L S? (indep.).
(d) Suppose {X;}m, ~*4 N(ux,0%) and {Y;}, ~*% N(uy, 02 ), then:
S /0%

~Fm—-1 n-1)
Sy /oy

Degrees of freedom: kx =m —1, ky =n—1

6. Convergence:

(a) Markov Inequality: given a random variable X, Vm > 0,

P(XZm)S%

(b) Chebyshev Inequality: given a random variable Y ~ (E(Y),Var(Y)), Ve >

0,
Var(Y)

e2

P(Y —E(Y)[>¢) <

(c) Convergence:
i. Converge in Probability:
lim P(|Y, —c¢|<e)=1=Y, B¢
n—oo
(2)
lim P(|Y, - Y|<e)=1=Y,5Y

n—oo

ii. Converge in Distribution:

lim F(y) = Fy(y) = Y, S Y

n—oo

(3)
lim My, (t) = My(t) = Y, S Y
n—oo
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iii. Converge in Mean Square:

E[(Y, —¢)? = 0asn—o00=Y, ¢

E[(Y,-Y)] =0asn—o00=Y, " >Y

(d) Relationship:
lim E(Y,) =¢, lim Var(Y,) =0

n—o0 n—o0

aY, Be=y, Be

Remarks: The first half of cond. is an ”iff”, and the second half is an ”if”.

() WLLN (Weak Law of Large Numbers): given {X;}!,, Var(X;) < oo. Let

- i Xi
X, = = then:

n 9

X, % B(X))

Remarks: With a large scale of samples(n — oo), the sample mean(X,,) will
be close to the expected value(= E(X;) = p).

i. k-th moments:
given E(X7) < oo, then: ZTX L B(XT)
given E(X,Y;) < oo, then: =250 2y B(X,v7)
ii. Application: Suppose W,, ~ Binomial(n, ), let Y,, = %, then: Y, 2 u
(f) CLT (Central Limit Theorem) : given {X;}7,, Var(X;) < oo, E(X;) =p <
0o, Var(X;) = 0? < oo, then:
X, — B(X,)

ATl N
VVar(X,) \/Z: — N0

(g) Other Convergences:
i. CMT (Continuous Mapping Theorem): g(-) conti., then: g(X,) 2 g(X)
i X, 5 X=X, %X, X, %c=X, B¢
iii. Slutsky’s Theorem: given X,, 4 X, Y, % ¢ then:

[Xn+yn/xnyn/%}&[XH/CX/%, ¢+ 0]

n

iv. The Delta Method

7. Point Estimation:

(a) MME (Method of Moments Estimators): given pdf f(z,60;,0s,...,60), solve:

I . A . _
Eng:mj(el,@,...,ek)ﬁ>mj(el,eg,...,9;{;), j=1,2,...k

=1

Remarks: Sample’s j-th moments = Population’s j-th moments(by WLLN).

4
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(b) MLE (Maximum Likelihood Estimator):
Likelihood function

L(6) = H flx:,0), 0 = argmax £(0)

0cO

— Find MLE by solving FOC:

1.

11.

OL(0) 91n £(0)
a5 V" o

=0

Unbiased: )
Unbiased Estimator: 6, we expect that:

E) =10
If not, then there exists bias: B(#) = E(0) — 0

Suppose {X;}1, ~“4 N(u,0?), then:

§ <2 P 2 2 ~ (5)
§? = =" = E(5%) = 0° (unbiased)
> (Xi-X)?
[ 62 = =— = F(6?) = =10? (biased)

Remarks:

The difference between S? and 67 is the denominator(n — 1 vs n). Appar-
ently, X and S? are unbiased estimators of p and o2, respectively, while

67 is a biased one of 02, with its B(6?) = — 20>

— MVUE (Minimum Variance Unbiased Estimator): 0 is MVUE of 0

S E@B)=6,v0
< Var(0) < Var(0%), Vo*, E(0*) =0

Efficient:
MSE (Mean Squared Error):

MSE(0) = E[(6 — 0)?] = MSE(6,) = Var(d,) + (B(6))?

Remarks: An estimator that has a smaller MSE is the more efficient

one, whether it is unbiased. Furthermore, from (i)’s example, we know
MSE(S?) = 3%41 +0= 3%41 and MSE(6?) = 2(”;—21)"4 + (_%2)2 _ (271;21)04

= MSE(6%) < MSE(S?)

Thus, the biased 62 is a more efficient estimator than the unbiased S2.
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~

iii. Consistent: #,, is a consistent estimator of 6§ when:

~

0,20

Remarks: A subscript n reminds us that this feature is related to the
sample size(similar to WLLN). Again, from (i)’s example, we eventually
know X, is a consistent estimator of y, and both S2 and 62 are consistent
estimators of o%(proved by WLLN and CMT).

MSE Consistent: én is a MSE consistent estimator of § when:

~

O —> 0

Also, consider

~

0, 2% 0=0,20

Remarks: MSE consistent is based on the idea of mean square convergence.
From 6.(d) Relationship — If ,, is MSE consistent, then it is a consistent
estimator. Thus, to evaluate whether 6,, is a consistent estimator, we can

~ A~

simply check if { lim F(6,) =60, lim Var(,) = 0} were satisfied.
n—oo n—oo
Asymptotically Unbiased: 6, is asymptotically unbiased when:

lim E(6,) =0

n—o0

And, )
lim E(f,) = lim § =46

n—o0 n—o0

Remarks: If 6, is unbiased, then it is also asymptotically unbiased.



